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Abstract—This paper proposes, simulates, and experimentally demonstrates an optical interconnect architecture for large-scale computing systems. The proposed architecture, Hierarchical Lightwave Optical Interconnect Network (H-LION), leverages wavelength routing in arrayed waveguide grating routers (AWGRs), and computing nodes (or servers) with embedded routers and wavelength-specific optical I/Os. Within the racks and clusters, the interconnect topology is hierarchical all-to-all exploiting passive AWGRs. For the intercluster communication, the proposed architecture exploits a flat and distributed Thin-CLOS topology based on AWGR-based optical switches. H-LION can scale beyond 100 000 nodes while guaranteeing up to $1.83 \times$ saving in number of inter-rack cables, and up to $1.5 \times$ saving in number of interrack switches, when compared with a legacy three-tier Fat Tree network. Network simulation results show a system-wide network throughput reaching as high as 90% of the total possible capacity in case of synthetic traffic with uniform random distribution. Experiments show 97% intracluster throughput for uniform random traffic, and error-free intercluster communication at 10 Gbps.
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I. INTRODUCTION

The landscape of today’s cyberinfrastructure is dominated by innovations in data centers and high performance computing (HPC) systems. As of January 2014, Google processes approximately six billion searches per day [1] and Facebook data centers serve 1.3 billion users who spend 640 billion minutes browsing monthly [2]. In scientific computing, analyses, simulations, and visualization of extreme data are enabled by HPCs. Both large scale data centers and HPC systems include many thousands of servers intimately networked with each other. As Amdahl’s law [3] suggests, a parallel computing system with balanced processing, memory, and communications can perform optimally across most applications. This indicates that an optimized petascale computing system requires $\sim 1$ PB/s bisection bandwidth in addition to $\sim 1$ PB memory and $\sim 1$ petaFLOPS processors. Typical petascale data centers and computing systems are already consuming on the order of many megawatts [4]. Scalability, efficiency, throughput, and latency of these large systems are largely determined by those of the interconnection networks [5]. Today’s interconnection networks typically rely on electronic-crossbar switches that store and forward packets [6], which may lead to limited scalability, capacity, throughput, and power-efficiency. Large-scale data centers and HPC systems inevitably cascade such switches to interconnect a large number of servers, adding complexity, inefficiency, and latency to the systems. In order to support several hundreds of thousands of nodes, future data centers and HPCs must undergo complete architectural and technological transformations so that they will meet the necessary performance requirements while operating within the power limits.

Optical interconnects can potentially bring transformative changes to computing system architectures. Compared to electrical interconnects, optical interconnects provide (1) higher transmission bandwidth and lower energy consumption independently of distance, (2) inherent parallelism, (3) low interference and crosstalk, and (4) low parasitic. In addition, optics offers wavelength (frequency) routing capability not available in electronics with comparable size. As a result, optically interconnected computing systems can potentially achieve (1) higher scalability and energy efficiency, (2) high-density parallel links and buses overcoming input/output pin density limits, and (3) low-latency avoiding the need for including repeaters or switches with store-and-forward architectures. Further, optical devices with wavelength (frequency) routing capability can achieve all-to-all interconnection between computing nodes without contention.

An arrayed waveguide grating router (AWGR) [7], [8] is an example of devices with such wavelength routing capability. As Fig. 1(a) and (b) illustrate, the well-known wavelength routing property of an AWGR allows any input port to communicate with any output port simultaneously using different wavelengths without contention. Thus an $N \times N$ AWGR intrinsically provides all-to-all communication among $N$ compute nodes in a flat topology using $N$ wavelengths. Fig. 1(c) illustrates an $N \times N$ AWGR switch with $N$ compute nodes (Node 1–Node N Tx/Rx) with each node having $k_t$ transmitters and $k_r$ receivers, respectively ($1 \leq k_t, k_r \leq N$). Note that, only the TXs are tunable. This illustration assumes ring-resonator-based transmitters and modulators with frequency selectivity. When $k_t = N$ and $k_r = N$, all-to-all interconnection without contention can be achieved in
receivers, respectively (1/2264 and m-1 represent N×W RXs per output port and by the unique wavelength ELATED k for a large scale rack-to-rack compute nodes, with each node having + transmitters and . Even with a limited amount of N, AWGR’s wavelength routing property (shown is < k N AWGR, k N (single example), (b) a wavelength assignment table. Here, m, m + 1 and m-1 represent three different grating orders (Free Spectral Ranges), and (c) LIONS with a N × N AWGR. N compute nodes, with each node having kRx transmitters and kRx receivers, respectively (1 + ≤ kRx, kRx ≤ N). This illustration assumes ring resonator based transmitters and modulators with frequency selectivity.

a flat topology. This case will be called passive AWGR switch or passive Low-latency Interconnect Optical Network Switch (LIONS) since no optical reconfiguration is necessary. If kRx < N, contending conditions exist, and Ref. [9] demonstrated buffered architecture and [10] presented bufferless all-optical distributed control plane with performance far greater than typical electronic switches. If kRx < N, then the transmitter must be able to tune its wavelength corresponding to the desired destination node. This case will be called an active AWGR switch or active LIONS. Ref. [9] investigated cases where kRx = 1 (single tunable transmitter) and kRx < N for a large scale rack-to-rack interconnect network.

The active AWGR will have to deal with contention resolution, even though the contention probability is minimized by the use of kRx RXs per output port and by the unique wavelength routing property in AWGR. Ref. [9], [10] show the performance of different LIONS switch architectures interconnecting a number of nodes ≥ 64 with kRx = 4. Even with a limited amount of RXs, the switch can sustain a throughput above 80% in case of uniform random traffic. Round-robin arbitration and an all-optical first-come first-served arbitration schemes are used in [9], [10], respectively.

This paper investigates and demonstrates a scalable, low-latency, high-throughput, flat optical interconnect architecture employing passive and active AWGR switches in a hierarchy. The proposed architecture, Hierarchical Lightwave Optical Interconnect Network (H-LION), leverages wavelength routing in AWGRs, and computing nodes (or servers) with embedded routers and wavelength-specific optical I/Os.

Within the racks and clusters, the interconnect topology is hierarchical all-to-all exploiting passive AWGRs and embedded switches in the servers. For the inter cluster communication, the proposed architecture exploits a flat and distributed thin-CLOS topology based on AWGR-based optical switches. As explained above, the active AWGR will have to handle some amount of contention, which will affect its performance in terms of throughput and latency. This could be overcome by using all-to-all passive interconnection also for inter-cluster communication, at the expenses of a smaller scalability due to the limited number of TRXs available for inter-cluster interconnection.

The remainder of this paper is organized as follows. Section II reviews the related work. Section III introduces the proposed scalable interconnect architecture. Section IV presents network performance studies for the proposed architecture, and Section V demonstrates system emulation and experimental testbed studies by prototyping a cluster network involving AWGRs and FPGA boards. Section VI concludes the paper.

II. RELATED WORK

Regarding network topologies based on electrical switches, Fat Tree (FT) [5], [11] is one of the most common architecture to build large-scale computing systems and it is usually built with some level of oversubscription to reduce the number of inter-rack switches and cables. For a three-tier FT network with 64-port electrical switches, the scalability of FT is well below 100,000 nodes.

Flattened Butterfly (FB) [12], [13] is another possible interconnect architecture. While FB can guarantee a smaller diameter compared to FT network (three hops instead of five), its scalability is also limited by the radix of the electrical switches, and the maximum number of interconnected nodes is also well below 100,000 nodes, assuming to use 64-port electrical switches.

3-D Torus [14] is a well-known network topology for HPC systems. Its scalability is not limited by the switch radix but the network diameter grows quickly with the number of nodes.

The dragonfly topology [15] is a hierarchical network topology that creates groups of nodes with an extremely high virtual radix. Ref. [15] does not provide details regarding the intra or the inter-group network, but it specifies that there is at least one global link between any pair of groups. The authors also developed routing algorithms that assure that the minimal path between any pair of nodes uses at most one global link. While any arbitrary network can be used for the inter-group and intra-group networks, to minimize the worst-case hop count these networks should be
all-to-all, i.e. all the routers in a group should be connected to each other directly (otherwise, some local forwarding is required via the intra-group network, which increases the hop count).

A recent trend in large-scale interconnection architectures is to use servers/computing nodes with embedded switches with a large number of ports to create directly connected networks such as PERCs from IBM [16]. Embedding the switch/router directly in the node reduces the latency of the initial/final hop. Keeping the diameter of the network small helps to reduce the network’s average latency which is strongly correlated with the average number of hops between each source and destination pairs. Researchers at HP have even proposed [17], [18] integrating photonics into high radix switches in order to meet the needs of future high performance systems.

Concerning the use of optical technologies to improve performance or scalability of electrical interconnect architectures, Helios [20] is a popular hybrid electrical/optical switch architecture for modular datacenters that uses slow optical switches for optical circuit switching and a legacy FT topology for electrical packet switching. In addition, Helios’ design does not address the challenges of scalability. The main focus is to offload the high-bandwidth traffic to the optical network.

Calabretta et al. proposes and experimentally demonstrates a flat and distributed optical packet switching interconnect architecture for inter-cluster communication [20]. The intra cluster network still makes use of legacy electrical networks.

The AWGR based optical switches and optical routers with packet switching capability have been investigated for a number of years [21]–[23], [11], [24]–[28]. Previous works [11], [21], [24]–[28] mainly focused on applying AWGR techniques in access and telecommunication networks. However, the wavelength parallelism on AWGR outputs to achieve output queueing was not explored in those designs due to the need to ensure wavelength consistency on the input and output fibers. Ref. [9] introduced LIONS (initially named as DOS) and the use of AWGR to achieve output queueing in the optical domain. Ref. [10] presented a significant improvement over the architecture originally proposed in [9] by introducing the all-optical distributed control plane based on the optical-TOKEN technique and the all-optical NACK. The simulation comparison in [29] shows that LIONS provides low-latency and high-throughput switching without saturation even at very high (≈90%) input load. Ref. [30] introduces an optical switch architecture based on a combination of wavelength routing in AWGR and delivery-coupling-switch fabricated on a single planar lightwave circuit. The architecture can potentially scale beyond 512-ports, but no network performance studies have been reported.

Research efforts in silicon photonics and photonic integrated circuits can bring advantages in terms of power consumption and bandwidth. For instance, researchers at HP [31] proposed photonic I/Os to increase the per-port switch bandwidth up to 320 Gb/s by using 32 wavelengths per fiber and having each wavelength operating at 10 Gb/s. Ref. [32] shows a commercial development of a router chip with 168 optical I/Os and an aggregate bandwidth of 1.34 Tbs. Ref. [33]–[35] report advancements and demonstrations of silicon photonics (SiP) WDM solutions. Silicon photonic LIONS in the configuration shown in Fig. 1(c) with 32 transmitters and 32 receivers utilizing 8 × 8 AWGR with \( k_i = k_r = 4 \) have been recently demonstrated [35] on a compact 1.2 mm × 2.4 mm silicon-on-insulator platform.

Traffic statistics and patterns in data centers are rarely discussed in most publications, but some recent papers show that a strong communication locality within racks exists [36] and that some applications (e.g. map reduce) running in data centers exhibit all-to-all communication patterns [37]. In this paper we discuss a scalable and flat interconnection topology supporting both locality and all-to-all communications.

### III. H-LION: Interconnect Architecture Exploiting AWGRs in Hierarchy

Fig. 2(a), (b), and (c) illustrate the proposed hierarchical optical interconnect architecture (H-LIONS), which is organized in Servers (S), Racks (R) and Clusters (C). The proposed interconnect architecture exploits passive AWGR (passive-LIONS) all-to-all interconnection for intra rack and intra cluster communication, while inter cluster communication is provided by a flat active AWGR switch topology with distributed control (Thin-CLOS, Ref. [10]).

The computing node, i.e. Server (S), has one embedded electrical switch with WDM optical I/Os. The embedded switch performs the routing function within the server to forward the packets to the proper TRX port based on the destination address of the packets. The \( p \) TRXs are used to connect with other \( S \)s in the same \( R \) through all-to-all interconnection of the passive AWGR within the same \( R \). The \( \mu \) TRXs are used to connect with \( S \)s in different \( R \)s within the same Cluster. This interconnection also makes use of wavelength-specific TRXs and each \( S \) can act as a relay (the maximum number of hops in one \( C \) is two).

Different \( R \)s in a \( C \) are directly connected with each other supporting all-to-all interconnection using multiple passive AWGRs shown in Fig. 2(c). There are \( p + 1 \) \( S \)’s in each \( R \), and \( p + 1 \) \( R \)’s in each \( C \). Note that, one of the racks in the cluster, i.e. \( R_0 \) in Fig. 2(c), acts as a relay rack for the traffic going in and out from the cluster. In total, the relay Rack has \( \mu \times (p + 1) \) TRXs for distributing the incoming traffic to the intra cluster nodes, and there can be up to \( p \times (p + 1) \) TRXs for inter cluster communication. We define \( m \) to be the number of TRXs for communication with other clusters (\( m \leq p \times (p + 1) \)). Fig. 2(a) illustrates the architecture of \( R \) with all-to-all connectivity among \( p + 1 \) \( S \)s. The inset of Fig. 2(a) shows the architecture of the server (S) with the embedded switch and \( p + \mu \) wavelength-specific transceivers (TRXs).

To perform correct intra-cluster routing, we use an all-to-all topology built following a symmetric matrix shown in Fig. 2(e). If we label AWGRs as \( \text{AWGR}_{i_0}, \text{AWGR}_{i_1}, \ldots, \text{AWGR}_{i_n} \) and define the element \( a_{ij} \) in the matrix as the sequence number of the port to connect AWGR\(_i\) with AWGR\(_j\), then we define the symmetric matrix as:

\[
\begin{align*}
  a_{ij} &= a_{ji} & 1 \leq i \leq n, 1 \leq j \leq n, i \neq j; \\
  a_{ij} &= 0 & i = j; \\
  a_{i_1j_1} \cap a_{i_2j_2} \cap \ldots \cap a_{i_nj_n} &= 0 & 1 \leq j \leq n \\
  a_{i_1j_1} \cap a_{i_2j_2} \cap \ldots \cap a_{inj_n} &= 0 & 1 \leq i \leq n.
\end{align*}
\]
Fig. 2. Optical interconnect architecture based on passive AWGR interconnection for intra rack and intra cluster communication and active AWGR-based switching topology for inter cluster communication. S: Server; R: Rack; C: Cluster; AWGR: arrayed waveguide grating router. (a) All-to-all Rack architecture (Inset: Server architecture with embedded switch–). (b) Cluster and Full System architecture. Green lines represent the intra cluster links. Red lines represent the inter cluster links from/to the relay Rack (Rμ+1). (c) Intra Cluster interconnection between racks (all to all): in this example p = 2 and μ = 5. (d) Example of routing table for an eight-port AWGR. (e) Symmetric matrix for intra Cluster AWGR interconnections.

For example, Fig. 2(c) shows that the fifth port of AWGR1 connects to the fifth port of AWGR2, and Fig. 2(e) illustrates its corresponding symmetric matrix. In this all-to-all topology, packets from the blue server (attached to the seventh port of AWGR 1) can be correctly forwarded to the blue server (attached to the seventh port of AWGR 2) using the wavelength λ3 as its routing information.

The orange active AWGR-based interconnect architecture in Fig. 2(b) handles inter cluster interconnection using red links from the relay clusters as shown in Fig. 2(c). Fig. 2(b) further describes this active AWGR-based interconnect architecture for cluster-to-cluster communication.

A. Inter Cluster Interconnection Network—Thin CLOS

Inter-cluster communication requires even more scalable architecture as there can be hundreds of clusters. In this case, instead of utilizing the fully connected architecture, whose scalability would be limited by the m TRXs, the inter cluster interconnection makes use of active AWGR-based switches [10] based on a flat and distributed all-optical interconnect architecture called Thin-CLOS (see Fig. 3). Here, m × W clusters are divided into m separate groups and are interconnected with each other using m² active W × W AWGR switches. As discussed above, each cluster already contains μ + 1 Rs, with one rack acting as relay rack. There are m links (m ≤ p × (p + 1)) coming out from the relay rack. Each cluster has m TXs and m RXs, as shown in Fig. 3. Each cluster’s TX/RX pair with index i connects with other clusters belonging to the group with index i, through one W-port active AWGR switch. The topology diameter is one as long as the intra-cluster network routing selects the proper TX that allows to reach the desired cluster without additional relay operations.

The active W × W AWGR switches used for building the Thin CLOS topology can attain distributed control plane regardless of the scale of the full system by utilizing the TONAK architecture [10] exploiting (a) an all-optical TOKEN technique for contention resolution and (b) an all-optical NACK technique as physical layer flow control to guarantee retransmission and no packet-loss.

B. Network Oversubscription and Diameter

As discussed above, there are μ × (p + 1) links going from the intra-cluster servers to the relay servers in the relay rack. Therefore, the network oversubscription is equal to μ × (p + 1)/m. All the simulation results and scalability analysis in Section IV assume a network without oversubscription. Thus,
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Fig. 3. Thin CLOS topology interconnecting $m \times W$ clusters: $m$ groups, with each group containing $W$ clusters. $W$ is the port-count of active AWGR switches.

**TABLE I**

<table>
<thead>
<tr>
<th>$W$</th>
<th>$p$</th>
<th>$\mu$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>20</td>
<td>3</td>
<td>63 127 008</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>4</td>
<td>80 102 400</td>
</tr>
<tr>
<td>12</td>
<td>18</td>
<td>5</td>
<td>95 108 300</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>6</td>
<td>108 116 640</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>7</td>
<td>119 113 288</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>8</td>
<td>128 114 688</td>
</tr>
</tbody>
</table>

$m = \mu \times (p + 1)$. For a fair comparison, the scalability analysis and simulation results for the FT network also assume a network without oversubscription.

The network diameter for the proposed architecture is equal to 5 (two hops for intra cluster, one hop for inter cluster, two hops for intra cluster). The FT network has also a network diameter equal to five in the case of a three-tier FT.

**C. Scalability Analysis**

The radix of the AWGR is an important consideration in determining the scalability of the interconnect networks. While high port count silicon-photonic AWGRs with 512-ports have been experimentally demonstrated [38], in-band crosstalk and the number of wavelengths become challenging. Noting that 32-port AWGRs are commercially available and that 64-port AWGRs were demonstrated in as early as 2003 [7] with $<-40$ dB crosstalk and $\sim6$ dB insertion loss, we believe that the use of AWGRs with a port count value up to 64 is a viable solution both for passive AWGR interconnection and active AWGR switches (the scalability of active AWGR switches mainly depends on the crosstalk level of the passive AWGR in it). Therefore, we will limit our discussions to AWGRs with port counts not higher than 64.

In the proposed architecture, the number of servers is $N = [(p + 1) \times \mu] \times m \times W$ (we do not count the servers in the relay rack as computing nodes), the number of passive AWGR is $N_{AWGR-p} = (\mu + 1) \times m \times W$, and the number of active AWGR switches is $N_{AWGR-a} = m^2$. Table I shows some possible combinations of $p$, $\mu$ and $m$ parameters to achieve a network scale beyond 100 000 servers. The assumptions here are: (a) oversubscription $= 1$, which means $m = (p + 1) \times \mu$, and (b) number of wavelengths $\leq 32$. The limit on the number of wavelengths translates into the following conditions: 1) $W \leq 32$ for the Thin CLOS architecture; 2) $p + \mu \leq 32$.

Figs. 4 and 5 show the number of inter-rack bidirectional links and switches, respectively. We perform the comparison with a standard $m$-port $n$-tree FT networks without oversubscription, where $m$ is the port count of the single electrical switch and the number of layers in the FT network is $n = 3$. The number of servers, cables and switches in Figs. 4 and 5 are calculated for the following values of $m = 38, 48, 64, 72, 80$. The total number of servers is $N_{FT} = 2 \times (m/2)^n$; the total number of switches is $N_S = (2n - 1) \times (m/2)^{n-1}$, while the total number of inter-rack switches is $N_S - N_{FT}/(m/2)$. Finally, the number of cables is equal to $N_C = (N_S \times m - N_{FT})$. 

Fig. 4. Number of inter-rack cables as function of the number of servers for H-LION and FT architectures without oversubscription.

Fig. 5. Number of inter-rack switches as function of the number of servers for H-LION and FT architectures without oversubscription.
In the proposed architecture, the number of active switches is $N_{\text{AWGR,act}} = m^2 = (p+1)^2 \times \mu^2$, while the number of cables is $N_C = 2 \times W \times [(p+1) \times \mu]^2 + [(p+1) \times \mu \times W] \times [\mu \times (\mu + 1)]$. The first term represents the number of active switches multiplied for the AWGR port count (the factor “2” account for both input and output ports).

The curves in Figs. 4 and 5 are calculated assuming a constant $\mu = 3$.

For the parameters indicated in Figs. 4 and 5, the proposed architecture at a scale of $>60,000$ nodes guarantees up to $1.84 \times$ savings in terms of inter-rack cables, and up to $1.5 \times$ savings in terms of inter-rack switches. Note that, based on the formula above, the lower the $\mu$, the higher the savings in terms of number of cables.

IV. PERFORMANCE STUDIES

We developed a cycle-accurate parallel network simulator in C/C++ to study the network performance of the proposed network. The traffic pattern is uniform random following Bernoulli process for the arrival time of the packets. Each transmitter has an input buffer organized as virtual output queues, each one having size of 4 kB. Latency simulation results are shown in terms of average values and 95% confidence intervals. Packet size is 256 Bytes. Line rate is 10 Gb/s. All the latency parameters are listed in Table II. One cycle is equivalent to 8 ns. Each node generates 250,000 packets for each simulation run.

A. Cluster Performance

As explained above, a lower $\mu$ guarantees higher savings in terms of number of cables. Note that, a lower $\mu$ guarantees also better cluster network performance. In fact, when $p > \mu$, there are fewer racks and more servers per rack compared to the case where $p < \mu$. Since intra-rack is fully connected, it should be clear that $p > \mu$ case requires fewer relay operations, then guaranteeing higher performance.

We ran a set of simulations for different combinations of $p$ and $\mu$, with $(p+1) \times \mu$ constant and equal to 128. Fig. 6 shows the Cluster performance in terms of average packet latency with 95% confidence intervals as function of the offered load. The packet length used is 256 B. As expected the two configurations with $p > \mu$ perform better than the one with $p < \mu$. For $\mu = 0$, the latency curve would appear flat since this would correspond to the contention-less case where all the 128 nodes are fully connected.

B. Full System Performance and Comparison With FT Network

The Thin-CLOS architecture makes use of active AWGR-based switches exploiting an all-optical NACK technique [39] to notify the sender when a packet is not granted so that the sender can prepare for retransmission. The longer the distance, the higher the delay to receive the NACK and retransmit the packet. As a consequence, latency and throughput of the system can be slightly affected by both distance and packet size (see [39] for more details). However, for this simulation we fixed the cable length for inter-cluster connection to 50 m, while the packet size is equal to 256 B. Fig. 7 shows full system simulation results for the proposed architecture (H-LION) and a legacy three-tier FT architecture. Both architectures are without over-subscription. The simulation scale of the proposed architecture is 7200 nodes with the following parameters: $p = 9$, $\mu = 3$ and $W = 8$. The FT network is a 30-port, three-tree network with 6750 nodes. The performance of H-LION and FT architecture are quiet similar, with FT and H-LION saturating at about 80% and 90% of offered load, respectively.

V. EXPERIMENTAL TESTBED STUDIES

A. Intra-Cluster Experiment

Fig. 8(top) shows a hardware testbed for a cluster composed of two racks and a total of 8 SSs ($p = 3$ and $\mu = 1$). Each SS is implemented here with one Xilinx VC709 FPGA board equipped
Fig. 7. Full-system H-LION network performance 7200 servers ($p = 9$, $\mu = 3$, $m = 30$, $W = 8$). Performance of a 6750-server three-tree FT network without oversubscription is shown for comparison. Traffic has uniform random distribution with Bernoulli process for the packets arrival time. Average packet latency with 95% confidence interval as function of the offered load.

Fig. 8. (Top) Picture of the hardware demo using eight VIRTEX 7 FPGA boards and two 32-port AWGRs. (Bottom) Latency vs. Throughput performance comparison between hardware and simulations.

Fig. 9. Architecture of the embedded switch inside the VIRTEX 7 FPGA.

received by the destination servers (FPGAs). The insertion loss of the AWGRs is 8 dB. The TRXs have an output power of $\sim 3$ dBm and a sensitivity of $-26$ dBm at BER $= 10^{-12}$, as shown in the black BER curve reported in Fig. 11.

Fig. 8 (bottom) shows that, under uniform random traffic, the normalized system-wide network throughput of our cluster testbed is higher than 97% with the latency below 364 ns, only limited by the FPGA speed. In addition, using the parameters measured from the testbed (see Table II), a very similar performance curve can be obtained from the cycle-accurate simulator. This is an important fact that validates the accuracy of the simulator. The packet size used for the simulation and experiment is 256 B. The slight difference between the simulation and experiment results is likely due to the differences in the characteristics of the random traffic generation in the servers. Flow-control mechanism implemented in the testbed and simulator avoids any packet loss.

Fig. 9 shows the architecture of the emulated embedded switch and traffic generator inside the FPGA VIRTEX 7 chip. The core switching fabric is an $11 \times 5$ crossbar. We use a matrix arbiter which can implement one-cycle fair arbitration to perform the arbitration in the $11 \times 5$ crossbar. The Inter Rack port (the green port in Fig. 9) has four VCs: one for the packets directed to the server, and three VCs for redirecting in the incoming packets to the other three nodes in the same rack. The traffic generator has also four VCs, one for each of the Intra Rack ports and Inter Rack port. In an all-to-all fashion, the Intra Rack ports (red ports) do not need VCs since these ports only communicate with the injection port (traffic checker).

In the demo of Fig. 8, $p = 3$ and $\mu = 1$, while the AWGR radix is 32. In the case where the two racks would be fully populated ($p + 1 + \mu = 32$), it is reasonable to expect some power penalty due to accumulated inband crosstalk at each
of the AWGR output ports. However, for the 32-port commercial device used in this experiment, the crosstalk level is below $-35$ dB, which can still guarantee error-free operation [40], [41].

**B. Inter-Cluster Experiment**

This sub-section shows an experimental demonstration of inter-cluster communications. Fig. 10(top) shows the three-Cluster experiment setup. C1 is the cluster described above with eight FPGA boards. FPGA1 (server #1) acts now also as the relay server for inter-cluster communication. C2 and C3 are emulated with two additional FPGA boards. Each cluster has one 10 Gb/s NRZ-OOK TX with a fast tunable laser (TL) and a 10 Gb/s SFP+ RX. Each cluster can communicate with the other ones through wavelength routing in AWGR3 (eight ports, 200 GHz spacing, 8 dB insertion loss). We emulated the optical TONAK system (to solve the network contention) with an FPGA that implements a first-come first-served arbitration scheme. The transmitted packets have random length (64 $\sim$ 2048 B) and contain different portions of $2^{31} - 1$ PRBS.

Fig. 11 shows the measured bit-error-rate (BER) data. First, we show a contention-less scenario where server #4 in C1 sends packets to server #9 in C2 (red curve) and server #9 in C2 sends packets to server #17 in C3 (blue curve). The BER was measured with a BER tester implemented in the FPGAs. C2-C3 BER curve shows 1-dB penalty due to non-optimum extinction ratio at the tunable TX output. Second, we show a scenario with network contention where C1 and C2 send packets to C3 with random arrival time. To avoid resynchronization in the FPGA GTH receiver, tunable optical delay lines in each transmission path guarantee clock-phase matching of the packets at AWGR output 3. Note that, as for any optical packet switch system, an actual implementation would require to use burst-mode clock recovery technology (as demonstrated in [42]–[44]) to recover the clock on a packet-by-packet basis. Fig. 10(bottom) shows a snapshot of the received packets captured with Xilinx ChipScope analyzer tool. Fig. 11 shows measured BER curves for intra cluster communications (black curve) and hierarchical inter cluster communications where the green curve is a plot for inter-cluster C1 and C2 switching to C3, the red curve is for C1 switching to C2, and the blue curve is for C2 switching to C3. Note that, when errors occur at the switching point, the byte misalignment in the GTH RX damages the full packet. As a consequence the BER increases significantly when the RX power is below $-26.5$ dBm. In all cases error-free (BER $< 10^{-12}$) results have been obtained for RX power $> -24$ dBm.
VI. CONCLUSION

We proposed a scalable optical interconnect architecture based on a topology enabled by wavelength routing in AWGRs and by servers with embedded switches and optical I/Os. The proposed architecture exploits AWGR-based all-to-all passive interconnection for intra-rack and intra-cluster communication and AWGR-based active switching for inter-cluster communication, supporting scalability beyond 100,000 nodes. Network simulation results show throughput as high as 90% in case of traffic with uniform random distribution. A testbed demonstration shows system-wide network throughput at 97% for eight compute nodes and two clusters, with measured Latency- vs.-Throughput data plots closely matching the data plots from the cycle-accurate simulator developed for the AWGR-based interconnect network.

As discussed above, the AWGR radix is limited by the crosstalk, which is also affected by the AWGR channel spacing and the number of wavelengths used in the system. However, Thin-CLOS topology can provide the same all-to-all topology and logical performance as one large $N \times N$ AWGR with $N$ wavelengths but using $m$ groups of $W \times W$ AWGRs with $W$ wavelengths only ($W = N/m$). The fewer number of wavelengths allows to solve the crosstalk issue while requiring more fibers.

Areas of studies to further improve the network performance include control plane and routing algorithms in combination with flexible bandwidth technologies to dynamically adjust the bandwidth of the different links according to the real traffic demand. This can help reducing the congestion between hotspots while saving energy for the links with low utilization.
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